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In the present paper, the author introduces a new concept of asymptotic
expansions of functions of several variables and proves its fundamental properties.
These new asymptotic expansions are powerful tools for studying the pfaffian systems.
with singularities. For instance, we have a decomposition theorem (see Theorem 3
in § 3) analogous to Cartan’s theorem, which plays an important role to solve the
Riemann-Hilbert-Birkhoff problem of several variables case. Studies on pfaffian
systems will be published elsewhere.

It was Y. Sibuya [6], [7] who obtained a decomposition theorem in asymptotic
analysis of one variable. His theorem is related with Borel-Ritt theorem and re-
formulated in terms of cohomology of a sheaf by B. Malgrange [4]. To extend their
results to several variables case, we need a new concept of asymptotic expansions,
that is, “strong asymptotic developability” (see Definitions 1 and 2 in § 1) instead of
asymptotic expansions of functions of several variables used by M. Hukuhara [2], R.
Gérard-Y. Sibuya [1], K. Takano [8] etc..

In the first section, the definitions of strong asymptotic developability are given
for a function holomorphic in an open polysector, and their elementary properties.
are listed. A basic idea for the definitions is to compare a function with certain.
kinds of formal series with respect to

|x |V = T XV (N=(N,, --+, N, ) e N")
instead of
¥=1lxi1p (pEN)

In the second section, we prove a theorem which asserts existence of a function
bolomorphic and strongly asymptotically developable to a given formal series. We
call it the theorem of Borel-Ritt type.

The main theorems are given in the third section. The proof of Theorem 2 is
done on an idea of Y. Sibuya used in one variable case. The idea is slightly dif-
ferent from that in [5] and he indicated it to the author during their stay at Strasbourg
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in 1980. Notice that Theorem 2 and Theorem 3 are considered as sharpened results
of Cartan’s decomposition theorem and that Theorem 4 is considered as that of
Cousin’s. We call them the theorems of Sibuya type.

We introduce a sheaf of germs of strongly asymptotically developable functions
over real-n-dimensional torus 7™ in the forth section. Combining the theorem of
Borel-Ritt type with the theorems of Sibuya type, we obtain theorems in terms of
cohomology of sheaves (see Theorems 5 and 6). These theorems in asymptotic
analysis are compared with Theorems 4 and B in complex analysis.

In the last section, we treat the uniform strong asymptotic expansions of func-
tions with parameters. All things in preceding sections are extended to this case.

The author wishes to express his gratitude to Professor Y. Sibuya for valuable
suggestions and advice, and to Professor T. Kimura for careful reading of manu-
script and perpetual encouragement.

§0. Notation.

Throughout this paper, we use the following notation.
1) N={0, 1, - - -}: set of non-negative integers.
2) For two integers n and »’ such that n<<n’, we put

[n,W]={i e N; n<i<n'}.

3) R*: set of all positive real numbers.

4) Forr=(r, ---,r,), r'=(@], ---,r})in (R*)", by r <r’ we mean that r,<r;
foralli=1, ---,n.

5) C: set of all complex numbers.

6) D(r)={xe C; |x|<r}

N Sk, z.,r)={xe C; 0<|x|<r, r_<arg x<r.}: open sector.

8) S[r_, 7., r]l={xe C; 0<|x|<r, r_<arg x<r.}: closed sector.

9) For discs D(r,)’s, i=i, - - -, n, we put

D(r)X -+« XD(r)X - - - X D(r)
=D(r)X - - XD(r,_)XD(r; )X -~ X D(r,)

for a fixed i in [1, n].

10) For a domain D in C", we denote by (D) the set of all holomorphic func-
tions in D.

1) OD@F)X - - - XD(r) X - - - X D(r,)I[x.]]: C-algebra of formal power series
of one variable x, with coefficients in @(D(r,) X - - - X D(r) X - - - X D(r,)).

12) Forr=(ry, -- -, r,) € (R*)", we put

() =\roy OD(r) X - - - X D(r) X - - - X D Nx -
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13) @, =dir. lim. ,_,@,, (r).

14) @,: C-algebra of formal power series with coefficients in C.

15) 0@,: C-algebra of convergent power series with coefficients in C.

16) For a=(e, - - -, ), B=(By, - - -, B,) i N”, by o> we mean that a,>j,
for all i=1, ---,n, and so w£p implies that a;<j, for some i=1, - - -, n.

17) For a subset J of [1, n], we denote by J¢ the complement of J in [1, n], and
by # J the number of elements in J.

18) For a subset J of [1, #], the set N/ ={a: J—>N} is regarded as the set of all
multi-indices &, =(a,);c,, a; € N for all je J; x, denotes the variables (x,);¢,, and
we put x5’ =[], x3'.

19) For two subset J and J’ of [1, n] without intersection, we denote by Ay
or by (a,, ;) the multi-index («;);¢ ;.-

20) For a formal power series > ,cn»/f.X% for a subset J of [1, n] and for a
multi-index o, =(@;);c, by

2asennfpxf Bi=a;jeJ)

we mean the sum of all the terms f,x? with the multi-indices 3=(8,, - - -, 8,) of which
the j-th elements are equal to «; for all j e J. For the sake of simplicity, the sum is
frequently written as follows,

Xy Z“IGNIfaJUIxCI'I
with I=J°.
21) I, denotes the m by m unit matrix, and 0,, (resp. 0, ,-) denotes the m by
m (resp. m’) zero matrix.
22) For an m by m’ matrix 4=(a,;), we put

|A|=max {|a;}; i=1, ---,m, j=1, -- -, m'}.

§1. Definitions and elementary properties.

In this section, we define the strong asymptotic developability of a function
f(x) in x(x,, - - -, x,) which is holomorphic in an open polysector S=S,X --- XS,
at the origin in C". First, we give a definition that f(x) is strongly asymptotically
developable to a formal series £(x) which belongs to @, and secondly we generalize
the concept using formal series of other kinds.

Definition 1. We say that a holomorphic function f(x) in an open polysector
SE)=11%-1S(_ sty ;) is strongly asymptotically developable to a formal series

~ f(X) = aennfix= € O)(r) as x tends to 0 in S(r), if, for any N e N* and any closed

subpolysector S’ of S(r), there exists a positive constant K ¢ such that

(1.1) [f(x)_ZaéN",a%NfaxangN,S’lxlN
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for any x € S”.
Given a formal series f(X)=> ,ennfaX"€ @., for any non-empty subset J of
[1, n] and any «, € N/, we put /=J° and

(12) f(xl; aJ):ZaIENI aIUJx;I’

Then, the convergent series gy(X)=> e nn, azn Jfox* for any N e N* is written in the
form

(1.3) gn(x) -__ZqS;&JC[l,n] (=D¥* 3 ses Zoz‘vjj;olf(xﬂ; o)X
Furthermore, f(x,.: ;) can be expanded in the form
(1.4) SOes @) =2 aren S Kreqre; 0ryr)XE

for any subset I’ of J¢, so that

(1.5) SCers @) —g(x5 ;5 N)=0 mod x7”

for any N; € N%, where I=J°¢ and g(x;; «;; N;) is defined by

(1.6) (x5 0003 N)=2 prgre (= D'+ 3 ier 20050 f(Xenrres qyr)xy

The above equalities suggest a more general definition of ‘“‘asymptotic expansion”, -
that is

Definition 2. A holomorphic function f(x) in S is said to be strongly asymp-
totically developable as x tends to 0 in S, if there exists a family of functions

1.7 {(fCeres @}rcring,arens
with the following properties (1.8) and (1.9)

(1.8)  f(x;.; ;) is holomorphic in S;.= [] ez S; for J#£[1, n] and f(xpy, 015 Qpy,07) 18
reduced to a constant f, for « € N*,

(1.9) for any N, e N7 and for any closed subpolysector S7 of S; with I=J°, there
exists a positive constant Ky, s, such that

| fCers ) —8(xss5 a5 NI)I<KN1,3;IXI]NI

for any x; € S, where g(x;; «,; N;) is defined by (1.6) for J#¢ and (1.3) for J=¢
with the functions f(X,eq e} oyu )T’ SJ°) of the family (1.7), and f(x,c; arg) =f().
It is easy to prove the following

Proposition 1. If f(x) is strongly asymptotically developable, then the family of
functions (1.7) satisfying the propoerties (1.8) and (1.9) is uniquely determined.
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Therefore, we call (1.7) the total family of coefficients of strong asymptotic ex-
pansion of f(x) and denote it by TA(f). For any non-empty subset J of [1, n], we
denote f(x;.; a;) by TA(f)., and define the formal series

(1.10) FA,(f) =2 csens TA(S)arx¥

which is called the formal series of strong asymptotic expansion of f(x) for JZ[1, n].
In particular, for J=[1, n], we use FA(f) instead of FA, ,,(f), and call it the formal
series of strong asymptotic expansion of f(x).

Definition 2 implies that, for any non-empty subset J of [1, #] and for any «,,
the function TA(f),, is also strongly asymptotically developable as a function of
(n—# J) variables, and that, for any subset I’ of J° and for any a,, € N”

1.11) TATAS )ap)er =TA(f ), .-

From this point of view, we can define the strong asymptotic developability in an
inductive way on the number of variables as follows.

For a function of a variable, the definition of strong asymptotic expansion is
reduced to the usual definition of asymptotic expansion. Consider a function f(x, )
of two variables holomorphic in an open polysector S, X S, at the origin in C?. The
function f(x, y) is strongly asymptotically developable as (x, y) tends to 0 in S, X S,,
if there exist a formal series f(x, Y)=> .0 >, s=0S=5X*y?, holomorphic functions f;(x)
(B € N) asymptotic to > o, f.zx* as x tends to 0 in S, and holomorphic functions
f{») (e € N) asymptotic to > 4., f,s* as y tends to 0 in S, and if for any (M, N)

e N? and for any closed subpolysector S of S; (i=1, 2), there exists a positive
constant Ky, y s, s; such that

| fCe, )= 205 fu(0)x — 20550 foo)yP 4 20050 20550 fapx VP IS Ko sy | X1 [ 91

for any (x, y) € S1XS;. The formal power series F(x, ), the functions fix)(Be N)
and f£,(») (@ € N) are uniquely determined for the given function f(x, y), and we
denote f(x, ) by FA(S), fus by TA(S)as fs(x) by TA(f), and fi(y) by TA(f).. We
assume that the strong asymptotic developability and the notation FA(f), TA(f )«
(x=a, B or ap) are defined for functions of »n’ variables in an open polysector
S;X -+ XS, at the origin in C™ for n’ <n, and then we proceed to a holomorphic
function f(x) of n variables in an open polysector S;X - - - X S, at the origin in C".
We say that f(x) is strongly asymptotically developable as x tends to 0 in S, X - - - X
S, if there exists a family (1.7) of holomorphic and strongly asymptotically develop-
able functions with the properties (1.8), (1.11) and

(1.12) for any N e N™ and for any closed subpolysector S’ of S,X --- XS, there
exists a positive constant K, s such that

() —gx(®) < Ky, s | x ¥
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for any x in S, where g,(x) is defined by (1.3) with functions f(x,.; «,) of the family
(1.7).

We call g,(x) the approximate function of degree N of strong asymptotic ex-
pansion for f(x), and the difference

(1.13) en(X)x" =f(x) — gn(x)

the error function of degree N for f(x) (N e N™). As it is seen easily, we have the
formulas

(114) TA(f)NJxNJ:Z¢§J’§J(— 1)#J—#J,—1 _g(Nj+l)jeJ_ I Ny 0) e ge
(1'15) TA(f)NJ:Z¢_C_J’EJ (—— 1)#J_#J’e(Nj+1)jGJ__J/,NJ/,(O)ie Je H]'GJ—J’xj
and

(1.16) gN(x)ZZqS%J%D,n] 2iies fovjj;ol (fCxses @) —8(xpe; as; Ny))xy
+ Z?=1 Zi\;j;()lf;xa

for any non-empty subset J of [1, n], for any N, € N7, and for any N ¢ N".

Remark 1. Let D, (resp. S;) be a disc (resp. sector) at the origin of x,-plane
(resp. x,-plane) for i=1, - - -, n’ (resp. j=n’+1, - - -, n). The Riemann’s removable
singularity theorem implies that if f(x) is holomorphic and strongly asymptotically
developable in [[7, (D, —{0) X [[%4+1S;, then f(x) can be extended uniquely
to a function holomorphic and strongly asymptotically developable in [[7., D, X
[T 2 Sy

For an open polysector S=S,X - - - XS,, we denote by A(S) the set of all func-
tions holomorphic and strongly asymptotically developable in S. The set A(S) is closed
with respect to the fundamental operations: addition, multiplication, differentiation
and integration. Moreover, each fundamental operations is commutable with the
operation of taking strong asymptotic expansion.

Proposition 2. For f, g € A(S), a, b € C and any non-empty subset J of [1, n]; the
Jfollowing formulas are valid.

(1) af+bg e A(S), FA,(af+bg)=aFA,(f)+bFA,(g),

(2 fge A(S), FA,(fg)=FA,(f)FA,(g),

3) If f(x)=#0 in S and if FA(f)(0)=+0, then f~' € A(S), FA,(f)FA,(fH)=1.
(4) For anyicll,n], (6/ox,)f e A(S),

©0/0x)TA(fap, ., ifiel,
TAB/oX)fVapyer = rjer =
(O(Z—l— 1)]114“!].’].;’&1.y a;+1) ifield.
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(5) Forany ie[l,n], J S(x)dx, e A(S),
7i
ai—lTA(f)(aj,j;&i, a;—1) l..f‘i € J,
TA(J X dxi)a. =
”f( ) (ap)jed {J; TA(f)(aj)jedei lfl € .]c,

where T, is a curve (xt));c o, in S; such that lim,_,x(¢)=0.
Concerning infinite series and infinite products, we have

Ptoposition 3. Let f,(x) be an element of A(S) for any k € N, and let e, y(x)x"
be the error function of degree N for f,(x) for any N e N* and any k e N.

(1) Suppose that, for any N € N*, the infinite series > i, e, n(X) is uniformly
and absolutely convergent in any closed subpolysector S’ of S. Then, > v , fu(x) is
convergent, holomorphic and strongly asymptotically developable in S, and

TA(Zz’:ofk)a,; - Z;;o TA(fk)a.r

for any non-empty subset J of [1, n] and any a; € N”.

(2) Suppose moreover that | f,(x)|<M (k € N) in S for some positive number
M<1. Then, the infinite product [| -, (1 +£,) is uniformly and absolutely convergent,
and is holomorphic, strongly asymptotically developable in S, and

FAJ(H weo (LH£2))= ﬂ:‘?:o (A+FA,(f))
for any non-empty subset J of [1, n].

The proofs of Propositions 2 and 3 are made in a way similar to one variable
case (cf. W. Wasow [9], Y. Sibuya [5]).

If, instead of A(S), we consider the set A’(S) of all functions f holomorphic and
strongly asymptotically developable in S, such that FA(f) belongs to 0, we have the
propositions 2’ and 3’ obtained from Propositions 2 and 3 by replacing A(S) with
A'(S).

§2. Theorem of Borel-Ritt Type.

We shall prove the following theorem.

Theorem 1. (1) For any formal power series f (X)=> nennfox® and for any
open polysector S(r)=1]%1S(_s T4 rs) at the origin in C™ there exists a holo-
morphic and strongly asymptotically developable function f(x) in the given polysector
such that FA(f) coincides with the given formal series.

(2) Suppose in (1) that the formal power series f(x) belongs to O)(r). Then,
there exists a holomorphic function f(x) in S(r) such that f(x) is strongly asymptotically
developable to f(x) in S(r).
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Proof of Theorem 1. (1) For the given series, we define d, ; by

min {r7 | L]0, 17, f fu70
0, if f,=0.

a,t

‘We take p,’s and z,’s such that
0<p,;<1,
and
cos (t;,—p;arg x,)< — 1/2 for x, e S[t_;, t44 i)
For this end, it is sufficient to choose p,’s and z,’s so that
0<p,<min {1, z/3(z,;—7_,)}

and

P+ 2kn+5716< v, <p;r_;+2kn+Tr/6
for some integer k. Putting

Gy, (%) =1—exp (d,,;x77r% exp (v —17,))
for all « € N, we define a family of infinite series with the index set

{(J, a;); J is a subset of [1, n], e, =(ex;);cs» @; € N}
as follows:
JU @)e)=20pewn o [Ticae, sio @5, X5 (Bj=aty, j € J).

Then, the series f(J, &,) is uniformly and absolutely convergent in [];c e S[t_s T4 s 73,
because

2senn | fo [leese, sivo aﬂ,i(x)xiﬁil Bi=ay;,jeJ)
<D penn [ieae, gzl (ifr) P2t (By=ay, j e J)
< nie.ic (l“l(xi/ri)])—l+#Jc_1

in [];ese S[z_y, 44 1] for any subset J of [1, #] and any «, € N7. Moreover, if we
put

g(oy; NJc):ZJ';J (—D)r+t-#r D vieare 2amia SUTUJS, (), he JU J) Miesre x5
then we have

S, a,)—g(ees; Nyo)
=ZJ':>J";J Zk eJ"nJe Z?szk ZheJ’ﬂJ”c Z%f:ol ZieJ'v Zﬁiz_olfﬁ
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X [Tresrnre Qg Xt [Ticome X5 ] seare @g(—1)*+27#")
Bi=a;, jeJ)
ZZJ"QJ Zk eJnJe ZEFNk ZieJ”c Zfzf;olfﬁ

X erJ"nJc aﬁ,kx/':k HieJ"c xfe ﬂ ieJdre (aﬁ,i— D (ﬁ; =a;, je J).

Since a, ;(x;)—1 is asymptotic to zero as x; tends to 0 in S[z_;, 7., F;], there exists
a constant K; ,, v,. such that, for any subset J of [1, n], any a; € N7 and any N,.
e N7,

|f(J, a.f)’“‘g(“.f; NJG)I<KJ, ar, NJclic]NJc

in []sese S[e-s, 74, r]. This implies that the function f(¢; «,) is strongly asymp-
totically developable in [[7., S(t_;, 7.4, 1;) and FA(f(¢; a,)= 7).
(2) For the given series, we define d, by

4 {r'“|fal"’, if f,0,
“ o, it £,=0.

We take p,’s (i=1, - - -, n) and = such that
cos (t— > e P arg x,)< —1/2 in [JeerSleoss T4 1l
for any non-empty subset 7 of [1, #], and
0<p, <1, i=1, ---,n.
For example, we can choose p,’s and 7 in such a way that

p=p’1: s =P
pm3>max {3 ies Toi—Dljes To53 S, ' C[L, 1}

and

P2 ier g X+ 57/6<<t<<p D e arg ;4 Tn/6

for any non-empty subset / of [1, n] and any x; in [[;¢; S[z_s, ©44s 7). Using the
functions

I—CXp (da 1—[;}=1,ai#0 'xi—pirgi exp(~ _17)) for a‘l+_09

a“(x):{l for a=0,

we define an infinite series f(x) by

J)=2 aenn fux"aq(x).

Then, f(x) is uniformly and absolutely convergent in [[%., S[z_,, t.,, ;], because



140 ~ H. MaJjmMaA

2 aene [ Lol X @)K 2oaenn [13-1, a0 | (Xafri) |77
S2openn [(/r) PP X - - X[ (e /r) " +n—1
<3 (A= [Ge/rd D" +n—1.

By the assumption, for any non-empty subset J of [1, #n] and «, € N’, the infinite
series

M(a)=2 arent | fas i U=J°)
is convergent. For an element N € N”, we define M, by
My=max {1, M(a,), JC[1, 1], et € N’, e, <N,(j e J)V.
Then, for all e N*, 82N, we have
| fol<Myr-?,
from which
My'<d;,  if f,#0,
and so
exp (ds [[icr, pino [X:] 775 €OS (Dser, g0 Pi ATE X, — 7))
<exp (—1/2My [[ics, pivo | %:[79)

for x; in [];e; S[z_s, 7445 1;), for any non-empty subset 7 of [1, n] and for any e N*
with f;70. Hence, we have

|f(x)_Zﬁ€N", ,Bszﬂxﬁl
<Zﬁez\m, =N ‘fﬁaﬂ(x)xﬁ]—*_ZﬁeN",O#ﬁzN lfﬁxﬁ(l —aﬁ(x))l
<D penn, p>n |f;9aﬂ(x)xﬁ]+ZﬁEN",o¢ﬂzN | fex?| exp (—1/2My [T g0 X729

in [[%; S[r-s t+4 7). This implies that there exists a positive constant Ky such
that

| f(X) =2 e wn, g foxP | <Ky | X7
in [[%1S[tos Ths 1l Q.E.D.

From Proposition 2 (resp. 2’) and the assertion (1) (resp. (2)) of Theorem 1, we
see that FA(x) is surjective homomorphism of the differential and integral algebra
A(S) (resp. A’(S(r))) onto the algebra @, (resp. @.(r)) over C.

§3. Theorems of Sibuya type.
We now pass to Theorems of Sibuya type. Let D(r;) be a disc with radius r;
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and with the center at the origin in complex x;-plane, and let {S(z_;, 4, T44,1,
F)}ni=1,-..,1; D€ an open sectorial covering of D(r,)—{0} for all i=1, - --,n. For the
sake of simplicity, we use the following notation:

D(r)” '=D(@r)X -+ XD(r,._)

[, n]={n,n+1, --.,n"}

', W=, -~ -, hy) Bop=1, «c o, Loy oo hpu=1, o L,

LW, n1={hn,n"]; hp=1, -« -, Ly, -+, hp=1, -, 1.}

%’E;a"n;;]](r) n] L S(z- dongs Thi,ngs r;)

St wtn (1) = ST 1) NV SELEDA(r)

St et e () = S ot () O ST ()
for 1K' <n”<n. If ”=n", we use the notation replacing [#’, n”’] by »’, and if

n’=1 and n”” =n, we use the notation without [/, n"’].
Let

{D(r)n'_l X 87,k nr) X Sl[z?;zﬂf%](r)}nnml,-.-,z,,
be an open coverging of
D(r)" = X (D(r,) —{0]) X SFF 1),

and let (P, n; )nwons,=1,-.r,1. D€ @ family of m by m matrices whose elements are
holomorphic and strongly asymptotically developable functions such that

0,n) Py, is defined in D(r)™ =* X Sh., 4z (Far) X St 1),

(1,n)  TA(P,.,n,—I.).,=0, for any non-empty subset J of [/, n] and any
a;e N’,

(2,n) Phn',hh,Ph;z,,h’"’,:Phnr,h’n, in D(r)~-'X Shnfh h;;,(rn') XS%:;&E%J(”)-

Then, we have

Theorem 2 (Theorem of Sibuya type, cf. Y. Sibuya(6), (7)). There exists a family
(On.)np=1,....1,, Of m by m matrices such that

3,n) Q... is holomorphic, invertible and strongly asymptotically developable in
D(r)™ X ShEaAr)s

4, n) TA(Q;,,— 1), =0, for any non-empty subset of [0’ +1, n] and any
a; e NY,

(5, n') OQnuPrnng, =0, 0 D)~ X S7. Rons h;z,(” ) XS %’E;Ti’ff%](r ),

where r’, is a positive constant less than r; for i=1, - - -, n.
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Proof of Theorem 2. We can assume without loss of generality that
7~n',h,,;<f+n',hﬂ»—1<7—n',hn;+1<f+n',nn,

for any h, =1, ---,1,, where t,, =%, ,, and z_,., ,.,=7_,.,. Throughout
the proof, we use the following notation:

gi=0/min{r,; ,—T s nuni=1 - nh=1,---, 1}

¢t =1/2) min {r;, i=1, - - -, n}

e: =min {¢/, ¢’}

0.t =1—2"* for any non-negative integer k

Silhs, k]: =S[t_ 1,40k, Tss,n,— 0k, Fi(148,)7"]

Ly(h;, k, —): =(tr; (14¢6,)"" exp (\/_——i (T-i,0€00):c 0.1

Lh, k, +): =(tr;(14+¢5,) " exp (v —1 (Te1,0,—€00))ie 0,13

Tihge =2_1(T+i,hi—1+f-i,hi)

clhy k, —): =(r(1+e5) " exp (W —=1((1 —1)(z_; 0, +€6,)+ 1z, ,,) in te[0, 1]

el k, +): =(ri(1+e6) 7" exp (V — 1A —1)(t4 4,0, —€8) + 174, 1,41))
in te[0, 1]

Tihy, k): =(tr, (14-¢8,) " exp (v —1 Tin))e 011

Tihy, k, x): =L, (h;, k, ) Uci(h, k, x)  (x=+, —)

Silh;, hy+1, kl: =S[h;, k1N Silh;+1, k]

fori=n/, ---,n,
S%E;L;}—-ll-,lrf;lz][l]: :Sn’+1[hn’+19 l]x e XSn[hna 1],
D [k): =closure of D(r,—ed;)
7:(k): =((r;—ed,) exp (2775\/:i £)ieron
fori=1, ...,n—1,
(DIKD™ ~*: =Dj[k] X - - - X D, _,[K]
and
y:(xla ) xn'—l)
Zz(-xn’+1) Y xn)'
For a family of functions (b,,),.-1.....1,. Such that b, , is defined in (D[K])" ~* X S,.[%,
—1, Ay, KIX ST 1) or S,k —1, by, K1 X ST E74[1], we define

Tnteg (b, k5B, € [1, 1,D: =V =D Titununes | bl

rar(d, k)
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+ Q=1 f by dCy+CaV =) by rdCo

ro(hnr k,— rnhns by +)

for h,, =1, ---,1,.. For abbreviation, we use Integ (4,., k; b;) instead of Integ (4,.,
k; bjaj € [13 ln'])'
It is easy to see that

Sz[hzs k+ 1]CSi[hia k]9 Sz[hu hz+ 1: k]DT'L(hz_i— 1’ k),

and for x,. € S,.[h,., h, +1, k+1], and for &,. € 3S,.[h,., b, 41, k]
[x2! = =1 (1 +-e0y) tan (e(3y.1— 0,)) =1 7'e(8y 41— 0)-
The following estimation is used frequently in the proof.
Lemma 1. For any h,.=1, ---,1,., we have
| Tnteg (v, K5 |Er |G — X || < 2%,
for x,. € S,[hy., k+1], where 6,=2r2,(14+e"Y(1+="1,.).
We shall prove Lemma 1. Since

|Cn’ lZICn’—xn' |_1<IC;’1—~X;’11—1+[C7L’|3

we have
lInteg (hn’: ka lCn’ IZICn’ = Xpr |—1)|<(2ﬂ)—1(2rn’ln'+2ﬂ:rn’)(2k+1r'n’s~1+rn’)
for x,. € S,/ [h,, k+1].

We construct the matrices Q,’s in the form of infinite products.
First, we define G,_, , by

(69 1) Ghnr,lzphn',hn/+l_lm, hn’:‘l’ tt ln"

It follows from the assumption (1, »’) that, for any N € V and for any L e N*~*,
there exists a constant Ky, , such that

(7, 1) |G (K277 Koy, g |0 [V 2

for any x e D[0]" ' X S, [h,., B+ 1, 1] X STEF[1]. Suppose that, for a positive
integer k, the matricial functions G,,, ,(x) are defined in such a way that

(7, k) | G )| K27 DKy 1 |00 [V | 2]
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for any NeN, any Le N*" and any xe D[k— 11"~ X S, [h,h, +1, k] X
Steial].  Because of holomorphy of G, (v, x,,z) with respect to ¥,
G4,...(¥, X,, z) has a power series expansion in y,

(8’ k) Ghn',k(y’ xn’9 Z)ZﬂeN"’*lgknr,k,ﬁ(xn’a Z)yﬁ'
We see by (7, k) that the coefficients are majorized by
(C9) |8, 4(Fnrs DK (r—€)P27FHOK [ [V 2|

for any N e N, any L e N* ™, and any (x,, 2) € S,/ [, b+ 1, K] X ST 1] If,
for any M e N -!, we put
(10, k) Eh"/,k,M(x)zGhn',k(x)_Zﬂ?_;M ghn»,k,ﬁ(xn', z)y*

22521‘1 ghn/,k,ﬂ(xn’: Z)yﬁs

then we have the integral representation

Ep () =Qay =1y~ j GGy X, 2)

ri(k—-1) frn/—-l(k—l)

(11, k)

X 1‘[7;’:—11 x?“Ci_Mi(Ci'“xi)_ldg Tt an'—u
from which
(12, k) | E s e (X) | <277 (r— &) Y0, Ky | V" | 2, ¥ | 2|

for any Me N¥-!, any Ne N, any Le N> and any (), x,, z) € D[k]" "X
Sn’[hn’5 hn’ + 1, k] >< S%@;—if%][lla Where 02:(25_1)”_1'
Now, we define a holomorphic matricial function F, , .., by

(139 k) thf,k+1(x):Integ (hn’> k; (Cn'—xn’)—lGj,k:(y’ Cn" Z))

for (y, X, 2) € DIk]” ' X Sy by, k+ 11X ST 411, Then, by using Lemma 1
and (7, k) with N=2, we can estimate it as follows,

(14, k) |thf,k+1(x)|<2_kn’01Kz,L|Z|L

for any L e N*-*. We shall show that F, ,,.,(x) is strongly asymptotically de-
velopable. To do this, we define f;,,.,.x+1,§(X0s 2)s ot s1,5, 82)s Comist, v, s(Xnr» 2) and
n s, 5( Vs Xur, Z) as follow,

(15: k) fhnf,k+1,ﬂ(xna Z):Integ (hn’n k; (Cn’ _xn’)_lgj,k,ﬂ(Cn’s Z))
for (x,., z) € Sy lh,., k+ 11X S - [1] and for Be N¥ 1,
(16, k) fhnr,k+1,7,ﬁ(z)=]:nteg (0 C;’r_lgj;k,ﬁ(Cn’5 z))

for z e ST 1,[1], for fe N ~' and for 7 e N,
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(17, k) ehnr,k+1,N,ﬁ(xn'a Z)fhn',k+1,ﬁ(xn'9 Z)_Zz{v:—!:)lfhnr,k+1,r,ﬁ(z)x:z’

for any N € N, and

ehn/,k+I,N,M(x)=th1,k+l(x)_Zﬁszhn',k+1,ﬁ(xn'a z)y*
(18, k) "Z?r:—ol Zﬂ;thn»,kn,r,ﬁ(Z)yﬂxZ'

= Zﬂ>M ehn:,k-f-l,N,ﬁ(xn’: z)y?

for any N e N and for M e N¥~'. The last two functions have the integral repre-
sentations

(19, k) enppir,w,s(xns 2)=Integ (hyr, k5 000" (Cor —20) 7851, 4G 2))

and

20,K)  enpnes,v,a(x) =Integ (h, k3 X380 (Cor — X)) Ej o, (D5 Cors 2))

from the definitions. By using the estimations (9, k) and (12, k), we have

(21, k) [fanirt,, f@|K27F DA+ )1 (r—)PK, 41, | 2]

for any L e N*~* and for any z e ST, 7173, [1],

(22, k) €+t 3,60, )| 27 (r—€) " P0, Ky 10,1 X0 [V] 2|

for any Ne N, any L € N*~* and any (x,, 2) € S,/[h,, k+ 11X S 1741, and
(23,0 | €nmrkr1, 5, ()| K275(r — )M 010, Ky o, 1| [ X0 [V | 2]

for any (M, N, L) € N* and any x € D[k+1]" "' X S, [h,., k+ 11X S 1311
We define the (k4 1)-th matricial function G,, ., ,(x) by

(24, k) Gros (%) =F, . 1+ l(x)Ghn/, WO+ Frirs a(x)™?

in Dlk+11" "X Splhp, b+ 1, K+ 11X S [1]. By the definition (13, k) and
Cauchy’s theorem, we have

(25, k) Ghn/,k(x)=thr+1,k+1(x)—thf,k+1(x)'
The equalities (24, k) and (25, k) yield
(263 k) (Im+thr,k+1)(Im+ Ghn/,k) =(Im+Ghnf,k+1)(1m+th/+1,k+1)

in the domain of definition of G, ,,. From the inequality

IGhn’yk+1]<[th’yk'i'lHGhn’,kI|(I77L+th/+l,k+l)|_1?

we have the estimation
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(7, k+1) |Gt (DK 27 DD f] 0 [ 2]

for any Ne N, any Le N~ and any x e D[k+1]" "' XS, [h,, b, +1, k+1]1X
Sty i [1], if the radii r,’s are chosen so small that

Farstry = s rn<1

2", K, =2"""*"rL(1+z" ", )1+ K, <1
and

2_"'0'1[{2,0(1 _2_H,U1K2,0)—1<2—"'_1.

Hence, this procedure enables us to define a sequence of matricial, holomorphic
and strongly asymptotically developable functions F,, ..., (x) (ke N) for h, =
1, ---, 1., in such a way that the infinite series

Zlc:’:lfh'n/,k+1,r,ﬂ(z)z_l‘
(resp. P ehnf,k+1,N,ﬁ(xn’9 X"zt
and 1€sp. 2 xo1 €nprr1, x,2(X)Y X5 27E)

is uniformly and absolutely convergent in ST 11 [1] for any 7 € N, fe N*'~', and
LeN"" (tesp. Sy[h,, o] X Sittrd[1] for any Ne N, Be N~ and Le N*~"
and resp. D[co]” "' X S, [h,,, co] X Siiidi[1] for any Ne N, Me N*~' and Le
N™ ™). By the assertion (2) of Proposition 3, the infinite product

Q’hn»(x)zlimkﬂw (Im+thl,k+l(x)) X X(Im‘i‘th',z(x))

is uniformly and absolutely convergent, and represents a matricial holomorphic and
strongly asymptoticaly developable function, with the properties (3, #’) and (4, #’) in
D[co]” "1 X Syi[hy,e, 0] X STrrtmd[1].  Moreover, by using the definition of Orun
(36, k) and (7, k), we can verify easily that

thr(x)Phn',hn/+ ()= th'+ ()
for any x in D[oo]™ ' X Sl by + 1, 00] X Si 1] for all A,.=1, -+, .
Therefore, if we put
th/—l(x)Phn'—l,hnl(x)
for x in D[oo]™ =X S5 s pu(Far — &) X ST,
01, () =40,,(%) for x in D[co]” =X S, [h,:, 0] X SEEF HA4[1],
Qhﬂ/+1(x)Phnl,hnl+l(x)—1
for x in D[oo]* ~* X S}, 4ea(ror — ) X SEEFHAIL],

we find that the family {Q, (%¥)},,-1,...,... satisfies the conditions (3, n’), (4, n’) and
(5, n') with ri=r,—e. Q.ED
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Consider an open covering {S,(r)},c. of the product of n punctured discs
(D(r)—{0P X - - - X(D(r,)—{0}), and let {P;,-}4,4 ¢~ be a family of m by m matrices
such that

(0, 1) P,, is holomorphic and invertible in S,,.(r),
(1,1) P,, is strongly asymptotically developable to I, in S,,.(r),
2, 1) PuyPune=Pyyin Syu.(r) for by ¥ and B’ € &. Then, we have

Theorem 3 (Theorem of Sibuya type). There exists a family {P,},c» of m by m
matricial functions such that

(3,n+1) P, is holomorphic and invertible in S,(r""),

(4, n+1) there exists a formal series P in GL(m, O.(+"")) such that P, is strongly
asymptotically developable to P in S,(r"") for all h e 2,

S, n+1) PP,y =P, in S,,.(r") for any h, W' ¢ £, where r” ¢ (R*)", r"’<r.

Proof of Theorem 3. We construct the matrices P,’s in the form of products
of n matrices Q(h,) X - - - X Q(A[n’, n]) X - - - X Q(h).

First, we denote by P(1, A, #’) the given matricial function P,,. for s, i’ € ¥.
Suppose for a positive integer #»’' < n that, associated to the covering

{D(r)” ' X STt (YA, n] € L, n]
of D(r)y*-* X (D(r,.)—{0p X - - - X (D(r,)—{0}), we define a family
{P@, B, n), K1, nD}Yaws smg 00t sm1e 2ne 1
of matrices such that

O, n) P, An,nl, K[n, n])is holomorphic, invertible and strongly asymptotically
developable in D(r)™ ' X St tw af(F),

(,ny TAP®W, hw, n}, KW, n])—1,,),,=0,, for any nonempty subset J of [#’, n]
and any «; € N’,

@, ny P, hn,n], KW', nDP(', K[, n], K'[n', n))=P @, W[, n], h”’[n’, n])
in D(r)*-'xS Fzrf;"ﬂ]h'[n' PR (OB

Then, for a fixed index A[n'+1, n] e L[n'+1, n], we can apply Theorem 2 to the
family

{P(nla (hn’7 h[n/_l_ 1: n])’ (h':a', h[n/+ 19 n]))}hn/,hfn,e[l,ln/]
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associated to the covering
D(r)™ = X Spr o) X SELE ()
of
D(r)* = X (D(r,) —{O0P X STtz ()
We denote by

{Q(n,’ (hn’a h[n/+ 1’ n]))}hn:etl,zn»]

the family with the properties (3, n’), (4, ') and (5, n’). By the equalities (2, #»')* and
(5, n"), for any two fixed indices A[n'+1, n] and #'[n’'+1, n] e L[n'+1, n], we have
the relations

QW' (hyr, M’ + 1P, (b, BIA' +1, n]), (B, A1’ + 1, 1))
X0, (b, '’ +1, n])) ™!
=0@, (i, hin'+1, n)P (', (rl, Bl +1, n)), (B, W[ +1, n]))
X Q@' (Y, K’ +1, n]))™!

in D(r' )~ ! XSn',hn/h;L,h;[,h;{ﬁ(r;L')><Sltt?;z."-—ll-i?;b]h'[n’+l,n](r,) for any h,., hy,, ky, and k) e
[1,7,]. Hence, we can define a matricial function P(n'+1, A[n’+1, n], K'[n’ 41, n))
in

D@’y =t X (D(r ) —{0D X STt e pn +1,01(r")
by

P 41, ' +1, n), W[’ +1, n))
=0, hln', n))P(W', h[n’, n], K0, n)Q@', [0, n])~*

in D)™ =1 X Sor, nurnr () X SEF Ao twr s1,0(r”) fOr hyoy B, €1, 1] By Remark 1
in the first section, the function

P 41, Aln’ +1, n], K[/ 4-1])
can be extended to a matricial function holomorphic in
D (" ’)n' XS %’[L;zﬂf;zjh'[n'+1,n](r ).

For simplicity, we write the extention by the same notation. Then, we can easily
verify that, associated to the covering

nn’ 7 +1, /
D(r )" XS%n[nT+1?;z](r )h[n'+1,n]€2’[n'+1,n]

of D(r')" X (D(r}, .,)— {0} X - - - X (D(r;)—{0}), the family
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{P(n,+ 1> h[n,+ 1: n]> h,[n’ + 19 n])}h[n’+1,n],h’[n’ +1,n]€ #[n’ +1,n]

satisfies the conditions (0, '+ 1), (1, »’4-1)* and (2, n’+ 1),
Hence, this inductive procedure enables us to define a sequence of families of
matricial functions

O, hurs -+ s B cotwr g (=1, -+, 1)
with the properties (3, #’), (4, n’) and (5, #’). Now, we put
Po=0, h,)X -+ - XOW, bysy - -+, h) X - - - X Q(1, h)
for all h=(hy, - - -, h,) e ZL[1,n]. Then, we see easily that the family
{Prlreorn,n
satisfies the conditions (3, #n--1) and (5, n+ 1), from which we have
FA,(P,)=FA/(P,)
for any non-empty subset J of [1, n] and any %, &’ € £[1,n]. Therefore, we get
TAP,) oy =TAP1)e; 10 [Tiese Sinen()s

and it follows that we can define a holomorphic function P,, in [];e;. (D(r})—{0})
by

PaJ:TA(Ph)a’J in [[;ese Si,hi(";/), (hi)ieJC € nieJc (1, 7]

for any J and for any @, € N’. By Remark I, P,, can be extended to a function
holomorphic in [];c,. D(r}), and so P,, represents convergent power series. This
implies (4, n+1). Q.E.D.

In a similar way, we can prove the following theorem.

Theorem 4. Let {S,(r)},c. be an open sectorial covering of the product of n
punctured discs (D(r)—{0}) X - - - X(D(r,)—{0}), and let {U,,},.» c» be a family of
m by m’ matrices such that

0, 1) U,, is holomorphic in S, ,.(r),
(1, 1) U, is strongly asymptotically developable to 0,, ... in S,,.(r),

2, 1) Uup+Upne=U,p in Sy, 0Ar) for by B and W'’ ¢ #. Then, there exists a
Jamily {U,}, .. of m by m’ matricial functions such that

(3, n+1) U, is holomorphic in S,(r"),
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(4, n+1) there exists a formal series U in M(m, m'. O.(r'"")) such that U, is strongly
asymptotically developable to U in S,(r"') for all he &

S,n+1) U,+U,, =U, in S,,.(r") for any h, ' € &, where r" ¢ (R*)", r"’<r.

§4. Theorems of Malgrange type.

In the following, we identify (C—{0})* with (R/mod. 2zZ)" X (R*)" by the
canonical mapping: for a point x=(x,, - - -, x,) € (C—{0})", we associate with it
(arg x,, - - -, arg x,, |x%y], - - -, | *%,)) € (R/mod. 22Z)" X (R*)". We begin by con-
structing the sheaf of germs of strongly asymptotically developable functions over the
real n-dimensional torus 7" homeomorphic to (R/mod. 2z.Z)".

For any connected open subset ¢=[]%,(z_; z.;) of T™ and for any element
r=(r, ---,r,) in (R*)", we denote by A(c, r) the C-algebra of functions holo-
morphic and strongly asymptotically developable in the open polysector S(c, r)=

718(z_y 744 1) associated with (c, r) at the origin in C". If r, ' ¢ (R*)" and
r<r’, then we have the natural restriction mapping i,,. of 4(c, r’) into A(c, r). This
implies that

{A(C, r), irr'; r, r, € (R+)n}

is an inductive system for any connected open subset ¢ of the above-mentioned form
of T". We put

A(c)=dir lim,_, A(c, r).

For any two open subsets ¢, ¢’ of the above-mentioned form of T, if cCc’, we
have the natural restriction mapping 7,,, of A4(c¢’) into A(c) so that the inductive
system

{A(©), icer}

is a presheaf which satisfies the sheaf conditions. We denote by .7 the associated
sheaf, call it the sheaf of germs of strongly asymptotically developable functions over
T".

By the usual notation, GL(m, E) denotes the multiplicative group of invertible
m by m matrices whose elements belong to E=A(c, r), &, or 0,,.

We denote by GL(m, A(c, r));, the subgroup of GL(m, A(c, r)) of matricial
functions strongly asymptotically developable to the unit matrix I,, in the open
polysector S(c, r) associated with (¢, r). In a way similar to the construction of .7,
from GL(m, A(c, r)),,,, we obtain the sheaf GL(m, ), of germs of matricial func-
tions strongly asymptotically developable to I .

For two germs (P), (P’) in GL(m, 0,), we say that (P) is equivalent to (P’) with
respect to GL(m, @,,), if there exists a germ (Q) in GL(m, @,) such that (P)=(P")(Q)
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as germs in GL(m, 0,). We denote by GL(m, 0])/GL(m, 0,) the quotient set of
GL(m, @) divided by the equivalence relation.

Combining Theorem of Sibuya type with Theorem of Borel-Ritt type, we have
the following theorem.

Theorem 5 (Theorem of Malgrange type). Let {c,},.; be an open covering of
T, where c,=[]%.1("7"%;) for all he H. There exists a bijective mapping of
GL(m, 0.)|GL(m, 0,) into the first cohomology set of the covering {er}ner with coef-
ficients in GL(m, &/),;,. And hence,

GL(m, 0,)/GL(m, 0,)=HYT", GL(m, ), ).

Proof of Theorem 5. We can assume without loss of generality that, the given
open covering is finite. For any r=(r,, - - -, r,) € (R*)", the product of n punctured
discs (D(r) —{0}) X - - - X (D(r,)—{0}) has the open sectorial covering {S(c,, N}rcu
associated with the covering {¢,},c of T™. Let P be an element in GL(m, @/(r)) for
some r € (R*)". By Theorem of Borel-Ritt type, i.e. the assertion (2) of Theorem
1, we obtain a family {P,},.» of matricial functions such that P, is holomorphic,
invertible and strongly asymptotically developable to P in S(c,, r) for all he H.
Then, P,*P,, is holomorphic, invertible and strongly asymptotically developable to
I, in S(c,Ncy, r) for all h, i e H, and the family {P;'P,.}, »-cx represents a one-
cocyle of the covering {c,}, .z With coefficients in GL(m, /), . For an other element
P’ in GL(m, O/(r"), if the germ (P’) of P’ is equivalent to the germ (P) of P with
respect to GL(m, 0,), the family {P; 'P;,}, » ez Obtained from P’ represents the
same element as {P;'P,.},, 4 ¢ in the first cohomology set H'({c,}, e GL(m, &);,)
of the covering {c,},» With coefficients in GL(m, <), . Therefore, we can associate
the equivalence class of the one-cocycle with the equivalence class of (P), and we
denote by b the mapping of GL(m, 0,)/GL(m, 0,) into H'({c,}, ¢ »GL(m, o) ). BY
the definition of » and Remark 1, it is easily seen that b is injective. On the other
side, Theorem of Sibuya type, i.c. Theorem 3 asserts that b is surjective. Q.E.D.

Consider now the additive group M (m, m’, A(c, r)) of m by m’ matrices whose
elements belong to A(c, r) for all open subset ¢ of 7" and all r in (R*)*. In a similar
way, we can construct the sheaf M(m, w’, «7),, ., of germs of matricial functions
strongly asymptotically developable to zero matrix 0,, ,, over T". On the other
side, from the additive group M(m,n, @,) and its subgroup M(m, m’, 0,), we
obtain the quotient module M(m, m’, 0))|M(m, m’, ©,,).

By the assertion (2) of Theorem 1 and Theorem 4, we can prove the following
theorem.

Theorem 6 (Theorem of Malgrange type). Let {c;},cn be an open covering of
T", where ¢, =%, (z", 7%,) for all he H. The first cohomology group H'({c,}ne us
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M@m, m', ), ..) of {cilnen With coefficients in M(m,m’, o), ., is isomorphic to
M@m,m!, O)|M(m, ', @,). Therefore,

H(T*M(m,m’, o), .)~M(m,n’', O))|M(m, m’, 0,).

This theorem can be proved in a way similar to that of Malgrange [4] (cf.
Majima [3]).

§5. Strong asymptotic developability of functions with parameters.

Let f(x, t) be a holomorphic function of (x, ¢) in the product of an open poly-
sector S=S,X - -- X S, at the origin in C” and a demain 7 of C™. The function
f(x, t) is said to be strongly asymptotically developable with respect to x in S uni-
formly with respect to t in T, there exists a family of functions

(5.1 {fCeses 5 @)}sctntarens
with the properties (5.2) and (5.3)
(5.2) f(xse; t; ;) is holomorphic in S,. X T,

(5.3) for any N,. € N’° and for any closed subpolysector S’. of S,., there exists a

positive constant Ky, she such that

[f(ch; 1 aJ)_g(‘ch; 1o, NJ¢)|<KNJC,S}C |ch[NJc

for any (x,., t) in S%.X T, where g(x,.; t; a,; N,.) is defined by (1.6) for J+¢ and
(1.3) for J=+¢ (see § 1) with the functions of the family (5.1), and f(x; #; a,) =f(x, ©).

If f(x, t) is strongly asymptotically developable with respect to x in S uniformly
with respect to ¢ in 7, then the family (5.1) of functions is uniquely determined for
f(x, t). We call it the total family of coefficients of uniform strong asymptotic expan-
sion of f(x, t) and denote it by TAU(f). For any non-empty subset J of [1, n], we
denote f(x,.; t; ;) by TAU(f),, and define the formal series by

(5'4) FAUJ(f):ZaJENJ TAU(f)astJ

which is called the formal series of uniform strong asymptotic expansion of f(x, t) for
J. For simplicity, if J=[1, n], we use FAU(f) instead of FAU, ,(f).

If FAU,(f) is convergent series in S,. for all J={i}, i e [, n], we say that f(x, ¢)
is strongly asymptotically developable to FAU( f) with respect to x in S uniformly with
respect totin T.

We define also the approximate function of degree N of uniform strong asymptotic
expansion, the error function of degree N of uniform strong asymptotic expansion, the
set AU(SXT) of all functions holomorphic and strongly asymptotically developable
with respect to x in S uniformly with respect to t in T, etc. asin § 1. Then, we obtain
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results similar to Propositions 2 and 3, Theorems 1, 2, 3,4, 5 and 6. We dare not to
write the results and the proofs, because we obtain them with a little modification.

As other kinds of results, we have two propositions which are proved easily by
using Cauchy’s integral formula. (cf. W. Wasow. [9], Y. Sibuya [5]).

Proposition 4. If f(x, ¢, ---,t,) is in AU(SXT), then, for every compact
proper subset T” of T, : ;
(1) (a/atk)f(xa tl: ot ':t'm)eA(SXT/)
and
(2) TAU(0/0t)f)e; =013t ) TAU(f).,
Jfor any non-empty subset J of [1, n] and any «; € N”.

Let T be a polydisc at the origin in C™ and let f(x, ¢) be in AU(SX T). In this
case, fand TAU(f),, have the Taylor’s expansions with respect to ¢:

SO 1)=2 e naSu()t™

and

TAU(f )ay= 2 menn S (Xse; a)t™
for any non-empty subset J of [1, n] and any «, € N7. Then,

Proposition 5. For any M e N™,
i) fue A(S)
and
i) T4 U(fM)LtJ =fu(Xse; ;)
Jor all non-empty subset J of [1, n] and all a; ¢ N”.

Added in proof (for ““Analogues of Cartan’s decomposition theorem in asymp-
totic analysis” by H. Majima).

1. By using (1.16), we can deduce (1.9) from (1.12). Therefore, we can replace
(1.9) by (1.12) in Definition 2.

2. The main theorems of this paper are reformulated in terms of exact
sequences of sheaves and the derived exact cohomology sequences in [10], where the
terminology is slightly changed.

3. Some applications of the main theorems are found in [11] and [12].

The details are written in [13]. "
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